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Abstract: The "Makan Bergizi Gratis" (MBG) program is a strategic
government initiative designed to combat stunting that has
triggered extensive public discourse regarding its implementation.
This study aims to analyze public sentiment towards the MBG
program and compare the classification performance of Random
Forest (RF) and Logistic Regression (LR) algorithms. The research
utilized a dataset of 1,002 tweets collected from Platform X
(Twitter) between January and November 2025, processed through
comprehensive preprocessing and TF-IDF Feature extraction. A
critical exploratory finding revealed a severe class imbalance, with
Positive sentiment dominating at 953% of the dataset.
Performance evaluation indicates that the RF algorithm marginally
outperformed LR, achieving an accuracy of 77% and a weighted
average Fl1-score of 0.68, whereas LR recorded an accuracy of 76%
with a weighted Fl-score of 0.67. However, further analysis
demonstrates that both models Faced significant challenges in
minority class identification, recording a Precision and Fl-score of
0.00 For Negative sentiment. This study provides empirical evidence
that while RF exhibits superior robustness in handling complex data
patterns, the high degree of data imbalance remains a critical

hurdle fFor model accountability in public policy sentiment analysis.
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1 INTRODUCTION

Malnutrition and stunting have emerged as key global and national problems because of
their enormous influence on human resource quality and national development
sustainability [1]. In Indonesia, this issue is a key priority For the "Indonesia Emas 2045"
vision, which will result in large-scale nutritional intervention measures [2]. The Makan
Bergizi Gratis (MBG) initiative, previously known as the Free Lunch initiative, has emerged
as a key tool fFor addressing these requirements. However, since its launch, the initiative
has sparked widespread public debate on social media sites such as X (Twitter), mainly
about its large budget and operational issues [3]. Malnutrition and stunting have become
critical global and national concern due to their significant impact on the quality of

human resources and the sustainability of a country's development.

Debates about the program's effectiveness, budget ($10,000-$15,000 per serving), and
Food safety issues (such as cases of poisoning and menus deemed unfit For consumption)
have sparked a massive wave of digital conversations. Analyzing public mood, whether
good, negative, or neutral, is critical For stakeholders to maintain program accountability
and efficacy [4] [5]. Machine Learning (ML) techniques are the most efficient solution for
objectively processing large amounts of unstructured opinion data [6]. Classic algorithms
like as Random Forest (RF) and Logistic Regression (LR) continue to be popular solutions
For classifying social and political issues because to their competitive performance and

ease of implementation [7].

Despite the increased interest in this area, current research on MBG sentiment analysis
has limits [3]. Prior research has mostly concentrated on single-algorithm
implementations, such as Naive Bayes or Support Vector Machine (SVM), without
undertaking thorough performance comparisons [8] [5] [9]. Furthermore, past research
frequently misses the difficulty of significant data imbalance in government policy
discussions, in which one sentiment class frequently dominates the dataset [5] [10] [11].
This gap results in a lack of empirical information about which categorization model is

the most resilient for this specific area.

This work intends to close that gap by conducting a comparative evaluation of RF and

LR algorithms under high data imbalance. This study provides new insights into model
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dependability For high-noise social media data by contrasting RF's ensemble learning

architecture with LR's linear probabilistic method. The findings are meant to help the
government identify the best algorithm For categorizing public mood, allowing it to

properly map popular acceptability of the MBG program.

2. METHODS

2.1 Data Collection

This study processes public opinion on the MBG using ML-based Sentiment Analysis
techniques [12]. Data collection was conducted on the social media platform X (Formerly
Twitter) using the Twitter API v2 via the Python tweepy library, allowing for real-time
capture of public discussions. The data crawling process began on November 27, 2025,
and the program ran from January 2025 to November 2025. Exceeding the initial target
of collecting 600-1,000 datasets, a total of 1,002 raw tweets were successfully collected.

For example, "MBG", "MakanBergiziGratis", "MakanSiangGratis", "Prabowo", "Gibran", "Gizi",
and "AnggaranMBG" are some hashtags and keywords relevant to key political figures

and policies.

Several filtering criteria were used to verify that the data was high quality and genuine.
To collect only organic public opinion, bot-like retweets and duplicate material were
deleted [13]. Furthermore, in accordance with ethical concerns and data protection
regulations, all personal user identifiers (usernames and user IDs) were anonymized
immediately upon collection, and the data was utilized purely for academic research

purposes.

2.2 Data Preprocessing
The data preprocessing stage goes thru a number of rigorous procedures to ensure data
quality. This procedure includes:
1) Cleaning: This step involves removing URLs, mentions, hashtags, numbers, and
emoticons, which are considered as noise in the text data, to improve the quality
of analysis [14].
2) Case Folding: All text is converted to lowercase to standardize the input,
ensuring that words like "Makan" and "makan" are treated as equivalent, thus

enhancing consistency across the dataset [15].
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3) Tokenization & Normalization: The text is split into individual tokens (words or

phrases), and non-standard slang terms are converted into their formal,
standard Indonesian equivalents using a custom colloquial dictionary (kamus
alay). For example, "yg" is normalized to "yang" [16].

4) Stopword Removal & Stemming: Commonly occurring words that do not
contribute to sentiment analysis, such as "dan" (and) or "itu" (that), are removed.
Additionally, words are reduced to their root forms through stemming. In this
study, we used the Sastrawi library, which is optimized for Indonesian

morphological analysis, ensuring effective and accurate stemming [17].

2.3 Data Processing
The TF-IDF (Term Frequency-Inverse Document Frequency) method is used to analyze
the text into Positive and Negative categories and convert it into numerical vectors. While
deep learning embeddings (e.g, Word2Vec) offer semantic depth, TF-IDF was selected for
this study due to its computational efficiency, interpretability, and proven effectiveness
For classical Machine Learning models on sparse datasets. Words that appear too
frequently in all documents (such as "dan' and "yang) have their values reduced
(normalized) so they don't dominate important keywords (like "giz/' or "mahal). Figure 1
shows the stages of analysis performed.
, stzlar;
Collecting Tweet Data on X Using Crawling Techniques

l

Pre Processing Stage

Cleamng Case-Folding ’ Tokenizing ‘ Normalization S;:ﬁlvgsgf Stemming

Data Processing Stage
Sentlment TF-IDF Data Balancing
Labeling

Results and Discussion Stage

Random Forest & Logistic Wordcloud Sentiment
Regression Classification Visualization Analysis
¢ Finish ™

Figure 1. Research Processing Stages
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2.4 Classification Algorithms and Hyperparameters

The study uses two widely recognized machine learning algorithms: Random Forest (RF)

and Logistic Regression (LR), to classify the sentiment of public opinions.

1) The Random Forest (RF) algorithm

RF is an ensemble learning method for classification and regression that uses a number
of decision trees trained on randomly selected data samples. Each tree has a different
structure [18]. The RF algorithm produces more accurate and consistent predictions
because it minimizes the risk of overfitting and improves model robustness, making it

popular in many data analysis applications [19].

2) The Logistic Regression (LR) algorithm
LR is a classification method used to predict the likelihood that data will belong to one
of two available classes. [20]. The following Formula can be used to describe the basic

equation of a LR model with one independent variable as shown in Equation 1 and 2.

1

Ply =1 =1 2-(B0+B1%)

(1

1

Ply =0) = 2-(B0+B1X)

(2)
To ensure the reproducibility of the study, the model parameter configurations are
detailed in Table 1. It should be noted that in this experiment, the class_weight parameter
is set to the default (None) and resampling techniques (e.g, SMOTE) or cost-sensitive
learning were intentionally excluded from the experimental design. This decision was
made to establish a baseline diagnostic of how standard ML algorithms behave under
'‘natural’ social media data conditions. By retaining the original distribution, this research
aims to empirically demonstrate the accuracy paradox where models achieve high
accuracy solely by overfitting to the majority class thereby proving the necessity of

advanced handling techniques in future operational implementations.

Table 1. Experimental Hyperparameter Configuration

. Config
Algorithm Parameter Description
Value
RF n_estimators 100 Number of decision trees in the Forest.

55 | Comparative Performance Analysis of Random Forest and Logistic Regression ...



Published By
'Il>) Asosiasi Doktor
\“ Sistem Informasi Indonesia

Config
Algorithm Parameter Description
Value
criterion ‘gini' Function to measure the quality of a split.
Maximum number of features considered for
max_Features 'sqrt’ o
splitting a node.
Seed used by the random number generator fFor
random_state 42 o
reproducibility.
Optimization algorithm suitable For small-to-
solver 'Ibfgs'
medium datasets.
LR Maximum number of iterations taken for the
max_iter 100
solvers to converge.
C 1.0 Inverse of regularization strength (standard value).
Proportion of the dataset included in the test split
test_size 0.2
(20%).
General
No weights assigned to classes (intentionally set
class_weight None

to test baseline performance on imbalanced data).

2.5. Model Evaluation and Baseline Considerations

To ensure the reproducibility of the study, hyperparameter configurations were Fixed,
and resampling techniques (e.g, SMOTE) or cost-sensitive learning were intentionally
excluded from the experimental design. This decision was made to establish a baseline
diagnostic of how standard machine learning algorithms perform under the conditions
of real-world, imbalanced social media data. Retaining the natural class distribution
allows the study to empirically demonstrate the accuracy paradox, where models may
achieve high accuracy simply by overfitting to the majority class. This highlights the
importance of advanced techniques for handling imbalanced data in future operational

implementations.

3. RESULTS AND DISCUSSION

3.1 Data Characteristics and Sentiment Labeling

The data used in this study was sourced from the social media platform Twitter (X) and
collected using web crawling techniques [24]. A total of 1,002 tweets were successfully
collected manually on November 27, 2025. To ensure ground truth validity, sentiment

labelling was performed manually by three independent annotators, a method chosen to

Slamet Endro Prianto, Berlilana, et al | 56



Published By
'Il>) Asosiasi Doktor
\“ Sistem Informasi Indonesia

better capture sarcasm and context compared to automated lexicons. The class

distribution reveals a severe imbalance, with Positive sentiment dominating (953%) and

Negative sentiment comprising only 4.7%. Table 2 illustrates the labelling criteria used.

Table 2. Labeling Criteria

Sample Data Full Text (Indonesia) Sentiment
0 Program ini sangat membantu rakyat! Positive
1 Anggaran MBG terlalu besar dan tidak efisien. Negative
1001 Prabowo dan Gibran memang pro rakyat. Positive
1002 Kualitas gizinya perlu diperhatikan lebih lanjut. Negative

3.2 Data Preprocessing

Before entering the main data processing stage, the data preprocessing stage is an
important step that aims to collect and analyze raw data from platforms such as Twitter
and convert it into high-quality, structured data. This process begins with text cleaning,
which means removing “noise” elements that are not relevant to sentiment analysis [21].
To avoid interference with the classification process, elements such as URLs, usernames
(mentions), hashtags, numbers, emoticons, and excessive punctuation are removed at this

stage [131.

Once the data is free of distracting characters, case folding is used to convert the text
Format. In this process, every letter in the document is converted to lowercase [17]. To
ensure data consistency, this step is crucial to ensure that the system treats words that
begin with capital letters (such as “Not satisfied”) and lowercase letters (such as “not
satisfied”) as a single entity. To improve data readiness, this research methodology also
applies tokenization, normalization, stop word removal, and stemming or lemmatization
[22].

Table 3. Sample of Data Preprocessing Results (Indonesia Text)

cleaned_text case_folded_text Normalized Final_text
Program ini sangat program ini sangat program ini sangat program
membantu rakyat membantu rakyat membantu rakyat bantu rakyat
anggaran mbg terlalu
Anggaran MBG terlalu anggaran mbg terlalu anggar mbg
besar dan tidak
besar dan tidak efisien besar dan tidak efisien fici efisien
efisien
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cleaned_text case_folded_text

Normalized Final_text

Lumayanlah tidak
lumayanlah tidak terlalu
terlalu bagus tidak
bagus tidak terlalu buruk
terlalu buruk

lumayanlah tidak
lumayan
terlalu bagus tidak
bagus buruk
terlalu buruk

prabowo
Prabowo dan Gibran prabowo dan gibran prabowo dan gibran
gibran pro
memang pro rakyat memang pro rakyat memang pro rakyat
rakyat
Kualitas gizinya perlu kualitas gizinya perlu
kualitas gizinya perlu kualitas gizi
diperhatikan lebih diperhatikan lebih
diperhatikan lebih lanjut perhati

lanjut

lanjut

3.3 TF-IDF Implementation

The feature extraction phase involves using the Term Frequency-Inverse Document
Frequency (TF-IDF) method to transform the text dataset into a numerical vector
representation. This process is very important because machine learning algorithms can
only process data in a mathematical format [13]. Figure 5 shows a sample weighting
matrix that has been created. This matrix has documents (tweets) on each row (indicated
by rows O to 4) and word (token) weights on each column (such as adu, bangss, program,
and indonesia). The numerical values that appear, such as 0.353553 or 0.420669, indicate
the importance or relevance of the word in the specific document and the overall data

corpus, as shown in Figure 4.

adu bangsa domba  dukung emas gampang generasi \
@ ©.353553 ¢@.022€00 0.353553 0.2002Q 0.2002€0 ©.353553 ¢.02¢002
1 ©.0002€0 @.447214 0.220002 0.C0022 0.C002C0 ©.002200 @.022002
2 ©.0002C0 @.022€C00 0.2C0002 0.20022 0.C0D2C0 ©.002208 e.022002
3 ©.0002C0 @.022€00 0.2C0002 0.57735 0.C002€0 ©.0022080 e.02¢002
4 ©.0002C0 ©.022C00 0.2C0002 ©0.2C0022 0.42066°9 ©.002200 .428669
goblok indcnesia kebo ... presiden program tangan tentara \
@ ©.353553 0.22€002 ©.353552 ... ©.002C00 0.022002 0.e2002¢ ©.200eeo
1 ©.0002e0 0.22C002 ©.20002e ... ©.447214 0.022002 0.447214 ©.0002e0
2 ©.000220 0.22C002 ©.C00P2E ... ©.002C00 0O.02C002 0.e202e ©.362651
3 ©.0002¢0 0.22C002 ©.C00B2e ... ©.002C00 0.022002 0.e22002¢ ©.200ee0
4 ©.0002€0 0.428669 0.C0002e ... ©.002800 0.428669 0.2¢00ee ©.e00eeo
ternak tolong urus usut wujud ya
@ ©.353553 @2.022C0 ¢.02C000 0.22002 0.22002e ©.evpeeo
1 ©.0002C0 @.022€C0 ¢©.02C000 0.22002 0.ec0V2e 08.447214
2 ©.0002€0 @.022€0 @.262651 0.22002 0.22002¢ 0.2002e0
3 ©.0002€0 @.57735 ¢©.02€000 ©8.57735 0.22002¢ 0©.e00ee0
4 ©.0002C0 ©.022€C0 ©.02C000 0.2C002 0.420669 0.e00ee0

Figure 4. TF-IDF Data
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3.4 Classification Model

3.4.1 Performance Evaluation

The RF algorithm achieved an overall accuracy of 77% (0.77), but the results reveal a
severe performance bias stemming from data imbalance. The model demonstrated
excellent performance on the majority class, Positive (2), with a near-perfect Recall of
0.99 and a strong F1-score of 0.86 (150 True Positives out of 151 support points). In stark
contrast, the model fFailed completely to predict the Negative (0) class, recording a Recall,
Precision, and Fl1-score of 0.00 (From 7 support points). The Neutral (1) class also
performed very poorly, with a Recall of 0.07 and an F1-score of 013 (From 42 support
points). Consequently, the low weighted F1-score of 0.68 indicates that despite the high
accuracy, the model is unacceptable for effective multi-class sentiment analysis as it

essentially ignores the minority classes [17], [13], [23].

The evaluation results of the LR model show an overall accuracy of 76%, but in-depth
analysis reveals critical failures in handling the minority class due to severe data
imbalance. This model shows a complete inability to identify Negative tweets (0), with
Precision, Recall, and F1-score all at 0.00, and only successfully identifies 2 out of 42
Neutral (1) data points. Conversely, the model is highly dominant in the Positive class (2),
with a Recall of 0.99, where 150 out of 151 Positive data points are correctly predicted.
This phenomenon confirms that LR has a strong bias toward the majority class, as
reflected by the very low macro-average Fl-score (0.32), making the model invalid for
effectively distinguishing sentiment in this dataset [24], [25], [26]. Figure 5 to 7 are

performance evaluation of RF and LR.

precision recall fl-score precision recall fl-score

a g.08e 8.99 9.ed 8 g.9e 8.938 g.ed

1 a.75 a.97 8.13 1 g.5e 8.65 a.e9

2 a.77 8.99 a9.86 2 a.77 8.99 8.86

accuracy a.77 accuracy a.76

macro avg 8.51 8.35 8.33 macro avg 8.42 8.35 8.32

weighted avg 8.74 8.77 9.68 weighted avg 8.68 8.76 9.67
Random Forest Logistic Regression

Figure 5. Training Performance
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Confusion Matrix - Random Forest

Confusion Matrix - Logistic Regression
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Figure 6. RF Algorithm Prediction Label Figure 7. LR Algorithm Prediction Label

3.4.2 Comparative Evaluation Algorithm

At this stage, a comparative test was conducted to evaluate the performance of the RF
and LR algorithms in classifying sentiment using the Testing Set. Based on the data
presented in the table, RF demonstrated marginally superior performance with an
accuracy rate of 0.77, outperforming LR, which achieved 0.76 [27] [28]. The comparison
reveals critical fFailures shared by both models. Both algorithms exhibit an extreme bias
toward the majority Positive class, recording a near-perfect Recall of 0.99 and a strong
F-1 score of 0.86 for Positive sentiment (RM: Precision 0.77; LR: Precision 0.77) [29]. In
stark contrast, both RF and LR failed completely to recognize the Negative class,
recording 0.00 For Precision, Recall, and F-1 score [30]. Both models also performed poorly
on the Neutral class (RM Recall 0.07, LR Recall 0.05 [28]). This phenomenon indicates that
the high overall accuracy of both models is unreliable and is primarily driven by the
ability to correctly predict the majority (Positive) class, confirming that both algorithms
are severely impacted by data imbalance [28]. Therefore, referencing the Macro Fl1-score

and Balanced Accuracy is essential to expose the models' lack of generalization.

Table 2. Algorithm Performance Comparison

Precision Recall F-1
Accuracy

Positive Neutral Negative Positive Neutral Negative Positive Neutral Negative

RM 077 077 0.75 0.00 0.99 0.07 0.00 0.86 013 0.00

LR 076 077 0.50 0.00 0.99 0.05 0.00 0.86 0.09 0.00
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The comparison graph visualization shows the superiority of the RF algorithm with an
accuracy of 77%, outperforming LR which recorded 76%, as shown in Figure 8. This
performance difference proves that the ensemble learning architecture in RF is more
effective in capturing complex linguistic patterns and noise in social media data
compared to the linear approach of LR, making it a more reliable model for sentiment
classification of the MBG program [19] [13] [31]. The comparison graph (Figure 7) highlights
RF's slight superiority, attributed to its ensemble architecture which handles noise better

than LR's linear approach, though both remain compromised by the imbalance.

Lo Model Accuracy Comparison

0.8 1

Accuracy Value
o
>

e
>

0.2 4

0.0-

Random Forest Logistic Regression
Algorithm

Figure 8. RF and LR of Algorithm Accuracy

3.5 Wordcloud Preprocessing

The Word Cloud visualization of the MBG program reveals a sharp contrast in public
sentiment, with Negative sentiment driven by practical concerns regarding
implementation and budget efficiency. Dominant words such as "program," "healthy,"
"nutrition," "economy," and ‘"price" reflect doubts about nutritional quality, cost
management, and potential market disruptions, thus questioning the promised health and
well-being benefits. On the other hand, Positive sentiment focuses on political support
and emotional expectations regarding program outcomes, characterized by words such

as "free," "lunch," "Prabowo," "Gibran," "people," and "children," highlighting enthusiasm For

promises of basic needs fulfilment and trust in the implementing political figures.
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Therefore, this visualization effectively separates the discourse between operational

concerns (Negative) and idealistic expectations and political support for the goal of

societal well-being (Positive), as shown in Figure 9 and 10 [5], [17], [32].

Word Cloud Sentimen Positif Word Cloud Sentimen Negatif

1nd00651a
g . br an e h a t

Iy

biar

épraﬁowo

jabat
hukum

-konsultasi

- men Lah
mak b 1"1k91 joki, tugas
bang 1
nglmvu p r a O
Figure 9. Wordcloud Positive Figure 10. Wordcloud Negative

3.6 Discussion

A critical finding in this study is the "accuracy paradox," where a seemingly high accuracy
rate of 77% masks the model's complete failure to detect Negative sentiment. This
phenomenon is particularly concerning given the highly imbalanced nature of the dataset,
with Positive sentiment dominating the majority class. The model's ability to predict the
Negative class was non-existent, as reflected by the Recall, Precision, and Fl-score all
being 0.00 For the Negative sentiment. This performance bias highlights the limitations
of traditional evaluation metrics, such as accuracy, in the context of imbalanced datsa,
where the model's high performance on the majority class overshadows its inability to

generalize to minority classes.

The low Macro-Average Fl-score of 0.33 further reflects the poor performance on the
minority class and underscores the necessity of implementing resampling techniques
such as SMOTE (Synthetic Minority Over-sampling Technique) or Random Undersampling
in future sentiment analysis projects. These techniques are vital to balance the
representation of minority classes and mitigate the bias towards the majority class in
machine learning models. Without these interventions, models risk high accuracy scores
while providing misleading results that fail to capture the true sentiment across all

categories.

The comparison between Logistic Regression (LR) and Random Forest (RF) algorithms

highlights the limitations of linear decision boundaries when applied to high-dimensional,
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noisy data. Logistic Regression, with its linear decision boundary, struggled significantly

with the text data's complexity, failing to detect Negative sentiment entirely. On the other
hand, Random Forest—an ensemble method that builds multiple decision trees and
averages their outputs—showed marginally better performance. RF's ability to capture
non-linear relationships between features allowed it to slightly overcome the limitations
of LR, offering improved robustness in detecting Positive sentiment. However, without
class weighting or advanced resampling techniques, even RF could not entirely mitigate

the negative impacts of the 95% imbalance between classes.

While both models demonstrated dominance in predicting Positive sentiment (with nearly
perfect Recall values), their failure to detect Negative sentiment suggests that class
imbalance heavily influences the models' ability to generalize. This confirms that more
sophisticated strategies are necessary to develop truly effective models for sentiment
analysis in imbalanced datasets, especially in the context of public opinion about

governmental programs.

To address the issues identified in this study, future research should explore the
following advanced techniques:

1) XGBoost: This algorithm utilizes boosting to iteratively correct errors made by
previous models, which has shown to be highly effective in handling imbalanced
datasets. Boosting can help improve the model's ability to predict minority
classes by focusing learning efforts on difficult-to-classify samples.

2) Support Vector Machine (SVM): By using non-linear kernels, particularly the
Radial Basis Function (RBF) kernel, SVM can handle the high-dimensional, sparse
Feature space typical in text data more effectively than linear models like LR.
This method may offer better generalization and performance on minority
sentiment classes.

3) Deep Learning (INdoBERT): Traditional methods like TF-IDF do not capture the
rich semantic context of words, particularly slang and nuanced sentiment. Deep
learning models such as IndoBERT (a pre-trained BERT model for Indonesian
language) are capable of understanding the deeper meaning and context of
phrases, which is essential for detecting subtle negative sentiments. INndoBERT's
ability to capture contextual information would likely outperform TF-IDF in tasks

where semantic understanding is crucial.
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4) Resampling and Cost-Sensitive Learning: To prevent model bias toward the

majority class, integrating resampling techniques or cost-sensitive learning
could help to adjust for class imbalance. This would ensure that the model is
equally sensitive to all sentiment classes, particularly in contexts like
governmental program analysis, where understanding public criticism (Negative

sentiment) is just as crucial as identifying support (Positive sentiment).

The findings from this study offer several important insights for future governmental
sentiment analysis initiatives. Given the widespread public debate over programs such as
Makan Bergizi Gratis (MBG), accurately classifying public sentiment can provide invaluable
Feedback to policymakers and help ensure that the program’s operations align with public
expectations. However, relying solely on traditional machine learning models without
addressing data imbalance issues would likely lead to misleading conclusions about public

opinion, especially if models are evaluated using accuracy alone.

Policymakers should therefore prioritize the development of more robust sentiment
analysis models, incorporating the techniques outlined above, to better capture the
nuances of public sentiment and guide future decision-making. Further research into
more advanced algorithms and data handling techniques will be essential to improve the

effectiveness of sentiment analysis systems in this area.

4 CONCLUSION

This study analyzed public sentiment toward the Makan Bergizi Gratis (MBG) program by
comparing Random Forest (RF) and Logistic Regression (LR) algorithms using 1,002 tweets
from the X platform. RF slightly outperformed LR, achieving an accuracy of 77%, while LR
recorded 76%. However, both models suffered from severe data imbalance, with Positive
sentiment dominating 95.3% of the dataset, leading to a critical failure in predicting
Negative sentiment (0), with Recall, Precision, and F1-score all at 0.00. Future research
should prioritize data balancing techniques (e.g, SMOTE, Random Undersampling) and
incorporate contextual embeddings like INdOoBERT to better capture sarcasm and subtle
negative sentiments. From a policy perspective, Negative sentiment—often tied to budget
efficiency and food safety—should not be overlooked, as it provides crucial feedback for

improving program accountability and implementation. RF's ensemble learning approach
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proved more effective than LR's linear method, capturing complex linguistic patterns in

noisy data, making it a more reliable choice for sentiment classification in social media

discussions. The visualizations also highlight the contrast between Negative concerns

and Positive political support, offering valuable insights for stakeholders to evaluate

program effectiveness.
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