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Abstract. Stunting remains a critical nutritional issue in Indonesia,
significantly impacting the physical and cognitive development of
children under Five. Prompt and accurate detection of nutritional
status is essential For early intervention. This study aims to predict
toddlers' nutritional health using the Random Forest algorithm,
based on age and height data. From an initial dataset of 120,998
anthropometric records, preprocessing steps—such as duplicate
removal and nutritional status recategorization—resulted in a Final
dataset of 39,425 entries. The research methodology includes data
collection, preprocessing, exploratory analysis, model training,
handling class imbalance, and performance evaluation using
accuracy, precision, recall, and Fl1-score. The study also compares
the Random Forest model with Logistic Regression and Support
Vector Machine (SVM). Results show that Random Forest
outperforms the other models, achieving perfect classification
metrics: Accuracy (1.00), Recall (1.00), F1-Score (1.00), and Cross-
validation Accuracy (99.74%). These outcomes highlight Random
Forest's robustness in classifying under-five nutrition data, making
it an effective tool for rapid and reliable stunting risk detection.
This research supports efforts to reduce Indonesia's stunting rate
to below 20% by 2024, contributing to national health improvement

strategies through technology-driven early diagnosis.
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1 INTRODUCTION

Stunting, or Impaired growth in toddlers, is a serious problem experienced by childern In
Indonesia due to prolonged malnutrition. This Issue la a serious concern In Indonesis,
given Its Impact on childern's physical and cognitive development, this could potentially
have an determine the quality of human resources in the years to come [1l. The high
stunting rate Indicates that many childern suffer Ffrom chronic malnutrition, which

affects their growth and development, requiring Immediate action [2].

According to the results of the Indonesian Nutrition Status Study report that comes from
the Ministry of Health, the stunting rate in Indonesia went down from 27.7% in 2019 to
24.4% In 2021, and futher decreased to 21.6% In 2022 [3]. The majority of instances are
seen in kids between the ages of 3-4, with a prevalence of up to 6%. However, this figure
still does not meet WHO standard, which sets the Ideal stunting prevalence at below 20%.
To overcome this, the government Is targeting a reduction In stunting to 17% In 2023 and

14% In 2024 [4].

There are many factors associated with stunting. These include mothers who are
malnourished during pregnancy, mother who are short in stature, and poor parenting,
especially in terms of behavior and feeding practices [5]. Other Factors that cause
stunting in childern include maternal Infection, teenage pregnancy, closely spaced briths,
economic condotion, and poor accers to health services and clean water, all of which
greatly affect child growth [6]. Studies have shown that early Intervention Is crucial to
prevent stunting and its long-term adverse development, which can affect a child's
quality of life into adulthood. Unfortunately, the Identification of childern at risk Is still
oftendone manually and is ineffective. Therefore, a fast and accurate system Is needed
to classify toodlers to detect whether they are stunted or not. Based on this, scientific
methods and technologies such as machine learning algorithms can play a significant

role [7].
In recent years, machine leraning methods have been widely used to predict childern's

nutritional status. One algorithm that's is quite effective is Random Forest, which is

known to predictions on various types of datasets. Random Forest work by randomly
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constructing a large number of decision tree, then combining the result to produce better

predictions [8].

Previous studies, the classification of stunting in toddlers using the K-Nearest Neighbor
algorithm and Logistic Regression produced the performance of both models, each
contributing to the classification of stunting, with the K-Nearest Neighbor algorithm used
to handle complex data, which provided high accuracy results of 0.980 and an F1-Score
of 0.987. Meanwhile, the Logistic Regression algorithm contributed to understanding the
impact of various health indicators with an accuracy of 0.877 and an F1-Score of 0.894.
This study combined two machine learning algorithms to assist in the prevention of

stunting [9].

Research on the classification of stunting in toddlers using the Support Vector Machine
(SVM) algorithm based on toddler anthropometric data shows that the SVM algorithm has
an accuracy of 82%, meaning that positive stunting predictions have a model recall value
of 86%. Researchers applied the switching multiple variables algorithm with a linear
kernel to create a stunting classification model, resulting in a model with good

classification values [10].

Other research has also conducted test using Random Forest algorithm with stunted
toddler data, showing that the best scenario Is to use 80% of the data for training and
20% For testing, with the highest accuracy of 90,1%, precision of 71,4% and recall of 62.5%.
Therefore, there is still 3 need to improve the classification of stunting in toddlers by

using other machine learning algorithms to provide more accurate results [11].

This study aims to predict the nutritional status of toddlers based on age and height data
using three algorithms, namely Random Forest, SVM, and Logistic Regression. The dataset
used is toddler anthropometric data that has undergone preprocessing o guarantee the
accuracy of the analysis. The research methodology included a data collection process,
data preprocessing, model training, and performance evaluation of the algorithms using
metrics such as accuracy, precision, and recall. The expected results will provide a
comparison of the accuracy of the algorithms to determine which is best to use as a

basis for preventing stunting in the future.
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2. METHOD

The research fFlow as shown in Figure 1, which outlines the systematic steps taken during
the study—Ffrom initial data acquisition to model evaluation. Each stage ensures that the
data is properly prepared, explored, modeled, and assessed for accuracy and

effectiveness.

[ Data Prepocesing ]—b[ Exploratory Data ]
Evaluasi Data }1—‘ Modeling Data

Figure 1. Research Method

2.1. Dataset

A dataset Is a collection of data organized in a table or specific fFormat that Is used as a
basis for analysis or research, becausee the quality and completeness of the data
contained therein will greatly affect the results of the analysis or model produced.
Datasets contains Information from various sources, such as numbers and Images. Within
the dataset, recognizing and handling duplicate information is crucial because it can
significantly impact how data is processed. Furthermore, comprehending how balanced
the dataset is will assist in the modeling phase, alongside incorporating descriptive
statistical tables displaying values such as the average, lowest value, highest value, and

standard deviation [12].

2.2. Data Preprocessing

Data preprocessing begins with sorting the data after it has been succsessfully collected.
The main objectives at this stage are to select relevant features and to handle missing
or duplicate data. To minimize potential errors, dependent variables that are not Involved
In the testing stage can be eliminated. An essential step in this study is label
consolidation, which was conducted to simplify the target variable for a binary
classification task. Consolidating related categories ensures conceptual alignment with
international standards and enhances the interpretability and consistency of the

classification model.

Shalsa Bela Dwi Widyawati Purwadi, et al | 4274



Published By
'II > AsosiasiDoktor
Ll ﬁ‘ Sistem Informasi Indonesia

Next process For numerical feature preprocessing, continuous variables were processed

using Min—-Max Normalization, transforming the feature range to a standardized interval
between O and 1 [13]. This step is crucial as several algorithms used in the experiment,
such as Logistic Regression and Support Vector Machine (SVM), are sensitive to varying
Feature scales and may produce biased decision boundaries if normalization is not
applied [14]. The Ffinal step is the SMOTE (Synthetic Minority Oversampling Technique)
process of the dataset to support dataset balance, so that the modeling results will not

be biased towards data with large values [15].

2.3. Exploratory Data Analysis (EDA)

The process esploring a dataset to understand it consent, components, and
characteristicsso that we can Identify data patterns. Exploratory Data Analysis (EDA) was
Introduced by Jonh Tukey and aims to encourage statisticans to explore data and
Formulate hypothesis [16]. At this process, data analyst Is also carried out to understand
the characteristic, patterns, or relationships between variables. Activities carried out
include data visualization and descriptive statistical analysis such as mean, median,
standard deviation, etc. The results of EDA will help provide Initial Insights before the

data is used for the next stage, which Is the modeling stage [17].

2.4, Data Modeling

Data modeling is process to Involves selecting and appliying machine learning algorithms
thar are appropriate for the results to be tested [18]. In sthis study, the algorithms used
are Random Forest, Logistic Regression, and SVM. The results of this phase are used to
compare each algorithm that can provide accurate results so that they can provide
InfFormation related to the research. To ensure a systematic modeling process, the

following workflow was implemented, as shown in Figure 2.

In Figure 2, model training workflow diagram showing the complete pipeline from raw
data to final model selection. The initial phase involves refining the unprocessed dataset
through actions like managing absent entries, getting rid of extreme data points, and
adjusting feature magnitudes using StandardScaler. Subsequently, the refined data is
divided into a training group and a testing group, with the training group comprising 80%
and the testing group comprising 20% of the data [19]. To guarantee that the outcomes

can be consistently replicated, a fixed random seed value of 42 was used throughout all
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stages involving stochasticity, such as the partitioning of training and testing data, the

setup of the model, and the processes of cross-validation. This measure ensures that any
user executing the identical code on the identical dataset will achieve the same results,
a pivotal aspect for both verification and assessment by other experts. To enhance the
effectiveness of the model, a meticulous search for the most suitable hyperparameters
for every algorithm was carried out through the utilization of Grid Search Cross-

Validation [20].

Normalization using

Raw Dataset ——p Data Preprocessing — StandardScaler

Train-Test
H 1

Model Training with Best yperparam? o Cross-Validation Training Set Splitin(80%-20%
<¢—— Tuning (Grid e—— _ <« - P X

Parameters (5-fold CV) (80%) random_state=42)

Search) —
Trained Models = Model Evaluation - Test Set (20%)
Performance Metrics (Accuracy, Best Model
Precision, Recall, F1-Score) Selection

Figure 2. Model Training Workflow Diagram

To guarantee a reliable assessment and avoid overfitting, each model underwent a
training phase that included 5-fold Stratified Cross-Validation on the training dataset
[21]. After Finding the ideal hyperparameters by employing Grid Search, every model was
retrained utilizing these best settings on the complete training dataset. To offer a
thorough assessment of each model's ability to categorize nutritional status,
performance was evaluated using a variety of measures, including accuracy, precision,
recall, and F1-score. Comparing the three algorithms makes it possible to choose the best
model for classifying nutritional status, which offers trustworthy data to help with

decision-making in programs for monitoring and intervening in children's health.
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2.5. Data Evaluation

One Important step in assessing model performance is to evaluate classification using a
matrix. The goal of this procedure is conducted to evaluate how effectively the model
performs in accurately categorizing the data. The five main components in classification
matrix evaluation Includee accuracy, precision, recall, F1-score, support, and consistency.
A confusion matrix table also known as a confusion matrix, serves the purpose of
evaluatibg how wll supervised learning algorithms are performing [22]. This table consist
of two rows representing actual class examples and one column showing the class
predictions generated by the model [23]. To calculate the confusion matrix measurement,

as shown in Equation 1 to 4.

TP+TN
TP+TN+FP+FN

(1

Accuracy =

TP
TP+FN

)

Recall =

TP+TN
TP+FN

3)

Precission =

Recall XPrecission
F1 Score =2 X (4)

Recall+Precission

In the context of understanding matrix calculations, TN signifies True Negative,
representing the count of negative instances accurately identified. Subsequently, TP
represents True Positive, denoting the count of positive instances accurately categorized.
Conversely, FP indicates False Positive, signifying the count of negative instances
erroneously classified as positive, whereas FN denotes False Negative, indicating the

count of positive instances erroneously classified as negative. [22].

3. RESULTS AND DISCUSSION

3.1. Dataset

Data Collection Dataset of Stunting Balita Detection was obtained from Kaggle
(https://www.kaggle.com/code/rojindarafarin/stunting-balita-detection). This study uses a
dataset in csv format yo perform the classification process by comparing the accuracy

results of the four methods used, namely Random Forest, Logistic Regression, and SVM.
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The dataset can be seen In Figure 3, which contains data on toddlers with variables of

Age, Gender, Height in cm and nutritional status, watotaling 120,998 original data points.

Age (months) Gender Height (cm) Nutritional Status

0 0 male 44591973 stunted
1 0 male 56.705203 tall
2 0 male 46.863358 normal
3 0 male 47.508026 normal
4 0 male 42.743494 severely stunted
120994 60 female 100.600000 normal
120995 60 female 98.300000 stunted
120996 60 female 121.300000 normal
120997 60 female 112.200000 normal
120998 60 female 109.800000 normal

Figure 3. Toddlers Stunting Dataset

Then, at Figure 4 below, there is a descriptive statistics table of the dataset which
explains the dataset is composed of 39,425 data points, showcasing a near-even split
between genders (average=0.49, suggesting nearly the same number of males and
females). The age breakdown exhibits a skew towards the higher end, averaging 28.30
months (SD=19.26), spanning from birth 0 to 60 months, with a greater number of younger
participants, evidenced by the 25th percentile mark at 10 months. Measurements of
height follow a roughly standard distribution, averaging 86.04 cm (SD=19.77), varying from
40.01 cm to 128.00 cm, illustrating the anticipated differences in physical growth across
the spectrum of ages. The variable of interest, which is the state of nutrition, displays a
significant disparity in categories, with about 72% of the data falling into a single
category and the remaining 28% in another (average=0.28, SD=0.45), this requires careful

attention when creating and assessing models.
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Age (months) Gender Height (cm) Nutritional Status
count 39425.000000 39425.000000 39425.000000 39425.000000
mean 28.301332 0.492099 86.040251 0.277413
std 19.260394 0.499944 19.766565 0.447728
min 0.000000 0.000000 40.010437 0.000000
25% 10.000000 0.000000 72.100000 0.000000
50% 29.000000 0.000000 88.400000 0.000000
75% 45.000000 1.000000 100.800000 1.000000
max 60.000000 1.000000 128.000000 1.000000

Figure 4. Descriptive Statistic Table

3.2. Data Preprocessing

Data preprocessing represents a crucial step within the process of data analysis when
employing machine learning algorithms. After the data were collected, data is prepared
through a preprocessing stage to guarantee it is accurate and set for utilization. This
phase Includes handling missing value by Imputing or deleting missing or duplicate data.

For the data preprocessing stage, Include:

1) Data Cleansing
In the dataset used, namely data_balita.csv, duplicate data, outlier data, empty or null data
and minor data changes were handled to Improve data accuracy. In this dataset, there

were 81,574 duplicate data points, which were then deleted, leaving 39,425 data points.

2) Encoding Data

At this stage, the nutritional status attribute is changed with the descriptions stunted
and severely stunted changed to the number O, while the descriptions normal and tall
are changed to the number 1. Next, change the Gender attribute by changing the
description male to the number O and female to the number 1 to facilitate the analysis

of stunting predictions in toddlers. The preprocessing results can be seen in Figure 5.
3)  Splitting Data

Following the initial data preparation steps, the dataset underwent a partitioning process,

resulting in an 80/20 split, designating 80% For training purposes and the remaining 20%
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For testing the model. The primary reason for dividing the dataset was to handle possible

inconsistencies present within the Nutritional Status feature. The aim was to maintain a
consistent ratio of each category across both the training set and the testing set, a

crucial step considering the substantial disproportions observed in the dataset. [24].

Umur (bulan) Jenis Kelamin Tinggi Badan (cm) Status Gizi

0 0 1 44591973 stunted
1 0 1 56.705203 normal
2 0 1 46.863358 normal
3 0 1 47.508026 normal
4 0 1 42.743494 stunted
120959 60 0 100.700000 normal
120967 60 0 113.700000 normal
120968 60 0 107.500000 normal
120972 60 0 127.600000 normal
120993 60 0 116.100000 normal

39425 rows x 4 columns

Figure 5. Dataset after preprocessing

4)  Standardization data

To guarantee that every attribute possesses an equivalent scale before the modeling
phase, the data normalization step is executed. Because the optimization and distance
computation methods rely on numeric values, data standardization is implemented on
the Logistic Regression and SVM models, as a result, StandardScaler is used for
normalization to convert each attribute to have a mean of 0 and a standard deviation of
1. Conversely, the Random Forest model doesn't need data standardization since it makes

use of decision trees to segment data depending on threshold values.

Figure 6 presents the outcomes of data standardization For the numerical attributes,
specifically Age and Height, demonstrating that the distribution of the Age and Height
attributes stays unchanged both before and after normalization. The Age attribute,
originally spanning from O to 60 months prior to standardization, was effectively
converted to a standard scale ranging roughly from -1.5 to 1.5. Simultaneously, the Height
attribute, which previously ranged from 40 to 130 cm, shifted to a range of about -2 to
2. These results confirm that standardization only changes the scale size, not the

distribution shape.
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Figure 6. Data Standardization of variable Age and Height

3.3. Exploratory Data

The outcomes of the exploratory data analysis are illustrated in the correlation matrix In

Figure 7.
Correlation Matrix
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Figure 7. Corelation Matrix of Stunting Dataset
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Based on the results of the Corelation Matrix above, the analysis reveals a significantly

strong positive relationship between age (in months) and height with a correlation value
of 0.88. This suggests that children’s height increases substantially as they grow older,

reflecting normal physical growth.

Distribution of Nutritional Status with Percentages
72.3%

25000 -

20000 A

15000 -

27.7%

10000 4

0 1
Nutritional Status

Figure 8. Distribution of Nutritional Status

Figure 8. shows the distribution of nutritional status, it's evident that group O, which
includes those with stunted and severely stunted growth, possesses a significantly
greater number of data points in comparison to group 1, encompassing individuals with
normal or above-average height. The disproportionate amount of data highlights a higher
prevalence of stunting instances within the dataset compared to cases of normal or
optimal nutritional status. The consequences of this imbalance are considerably
significant when developing machine learning models. Consequently, this distribution
validates the dataset's imbalanced nature, rendering the Synthetic Minority Oversampling
Technique (SMOTE) an important approach to enhance the accuracy of models predicting

the occurrence of stunting [25].
3.4. Data Modeling

This study used three different algorithms to classify the nutritional status of toddlers,

with the following results For each algorithm.
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1 Logistic Regression

Testing using the Logistic Regression has produced the results shown In Table 1.

Table 1. Logistic Regression Testing

Precision Recall F1-score Support
0 0.96 0.86 0.90 5698
1 0.71 0.90 0.79 2187
Accuracy - - 0.87 7885
Macro avg 0.83 0.88 0.85 7885
weighted avg 0.89 0.87 0.87 7885

The results based on research using the Logistic Regression algorithm show results in
clasess 0 and 1. in class O, the precision Is 0.96, recall is 0.86, F1-score Is 0.90, and it has
a support of 5698. Meanwhile, for class 1, has precision 0.71, recall 0.90, F1-score 0.79, and
support 2187. The accuracy produced by this algorithm is 0.87 with a Cross-validation
Accuracy of 0.8801 or 88%.

Confusion Matrix for Logistic Regression

4000

3000

Actual label

-2000

- 215 1972
-1000

Predicted label

Figure 9. Confusion Matrix of Logistic Regression

Figure 9 presented subsequently, displays a confusion matrix derived from the Logistic
Regression method. A True Positive (TP) value of 4,881 denotes the count of toddlers
genuinely classified as normal (class 0) and suitably identified as normal by the model,
thereby illustrating that a substantial TP value signifies the model's strong capability in
detecting toddlers who do not have stunted growth. The False Positive (FP) value of 215

represents the count of infants genuinely identified as normal, yet mistakenly predicted
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as having stunted growth. A True Negative (TN) value of 1,972 indicates the count of

infants genuinely diagnosed with stunted growth (class 1), and suitably predicted as
having stunted growth. The concluding False Negative (FN) value of 817 signifies the
count of infants genuinely experiencing stunted growth, yet erroneously predicted as

normal.

Conversely, several elements could obstruct the model from achieving peak accuracy,
including the existence of variables lacking linearity with the model, along with
exceptionally intricate data that impede ideal functioning. Analyzing the outcomes of the
confusion matrix, the Logistic Regression technique demonstrates adequate
effectiveness in differentiating between toddlers with stunted growth and those without,
as evidenced by the elevated TP and TN numbers. The model's effectiveness is seen as
substantially deficient due to its restriction to representing only direct connections,
unlike the tendency of growth retardation data structures to exhibit non-direct
associations and feature mixed groups. Nonetheless, Logistic Regression has the capacity
to create coefficients that are helpful in pinpointing the traits that exert the greatest
effect on the chances of young children being classified as healthy height or above-

average height.

2) Random Forest

Testing using the Random Forest algorithm has produced the results shown In Table 2.

Table 2. Random Forest Testing

Precision Recall F1-score Support
0 1.00 1.00 1.00 5698
1 0.99 1.00 0.99 2187
Accuracy - - 1.00 7885
Macro avg 0.99 1.00 1.00 7885
weighted avg 1.00 1.00 1.00 7885

The result based on research using the Random Forest algorithm have shown results in
classes 0 and 1. In class O, precision is 1.00, recall 1.00, F1-score 1.00, and has a support of
2187. The accuracy produced by this algorithm Is 1.00, with a Cross-validation Accuracy

of 0.9974 or 99%.
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Confusion Matrix for Random Forest

5000

18
- 4000

- 3000
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- 11 2176
-1000

| l
0 1
Predicted label

Figure 10. Confusion Matrix of Random Forest

Figure 10 is confusion matrix obtained from the Random Forest algorithm is True Positive
(TP) result of 5687 is the number of toddlers who are actually normal (class 0) and
correctly predicted as normal by the model, thus indicating that a high TP value results
in @ model that is very good at recognizing toddlers who are not stunted. The False
Positive (FP) result of 11 shows the number of toddlers who are actually normal but were
incorrectly predicted as stunted. The True Negative (TN) result of 2179 shows the number
of infants who are actually stunted (class 1) and correctly predicted as stunted. The final
False Negative (FN) result of 8 shows the number of infants who are actually stunted but
incorrectly predicted as normal. Looking at the confusion matrix results in the Random
Forest model shows that the model has very high performance and is almost perfect in
classifying stunting status in toddlers, with a cross-validation value reaching 09974 or

99%.

The confusion matrix for the Random Forest model demonstrates exceptionally strong
results, with very few misclassifications observed across all categories. Despite this
impressive accuracy, it's possible that the model is overfitting the data, particularly due
to the uneven distribution of data points in category O and category 1. Random Forest
algorithms have a natural tendency to excel at identifying common trends, which
heightens the chance that the model is overly reliant on the specific attributes of the
data it was trained on. To confirm that this level of performance is genuinely reliable and
not simply a feature of the training set, it is advisable to incorporate a learning curve or

a validation curve into the analysis. By visualizing these curves, it can be verified if the
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model maintains its ability to generalize effectively and to determine if the outstanding

results are due to genuine learning or are a sign of overfitting.

3)  Support Vector Machine (SVM)

Testing using the SVM algorithm has produced the results presented in Table 3.

Table 3. SVM Testing

Precision Recall F1-score Support
0 1.00 1.00 1.00 5698
1 0.99 0.99 0.99 2187
Accuracy - - 1.00 7885
Macro avg 0.99 0.99 0.99 7885
weighted avg 1.00 1.00 1.00 7885

The results based on research using the SVM algorithm have shown results in classes O
and 1. in class O, achieved a precision of 1.00, a recall of 0.97, an F1-score of 0.99, and a
support of 5698. Meanwhile, For class 1, had precision 0.93, recall 1.00, F1-score 0.96, and
has a support 2187. The accuracy produced by this algorithm Is 98%, with a cross-

validation accuracy Is 0.9836.

Confusion Matrix for SVM
5000

e 4000

- 3000

Actual label

- 2000

- - 0 2187
- 1000

| |
0 1
Predicted label

Figure 11. Confusion Matrix of SVM
The Following Figure 11. Is confusion matrix obtained from for the SVM algorithm Is True

Positive (TP) result of 5683 is the number of toddlers who are actually normal (class 0)

and correctly predicted as normal by the model, thus indicating that a high TP value
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results in a model that is very good at recognizing toddlers who are not stunted. The

False Positive (FP) result of 15 shows the number of toddlers who are actually normal
but were incorrectly predicted as stunted. The True Negative (TN) result of 2168 shows
the number of infants who are actually stunted (class 1) and correctly predicted as
stunted. The final False Negative (FN) result of O shows the number of infants who are
actually stunted but incorrectly predicted as normal. The results of the confusion matrix
in the SVM model show that the most significant mistake was observed in category O,
where 179 instances were incorrectly classified as category 1. The similarity in
characteristics between the underdeveloped and typical groups might be the reason for
this, placing some category O instances near the SVM's separation line. Furthermore,
utilizing a curved RBF kernel might create a limit that is more inclined towards category
1, leading the model to prioritize minimizing mistakes in category 1 (FN = 0), which in turn

raises the number of incorrect positive results in category O.

4.  Discussion

Based on the results of the classification of three classification algorithms, specifically
Logistic Regression, Random Forest, and SVM, it can be concluded that the Random Forest
algorithm achieved the highest accuracy in this study. The comparison of the accuracy

of each algorithm as Indicated in Table 5.

Table 1. Model Evaluation Comparison

Model Accuracy Precision Recall F1-score
0 Logistic Regression 0.87 0.83 0.87 0.84
1 Random Forest 1.00 0.99 0.99 0.99
2 SVM 0.98 0.96 0.98 0.97

For the comparison results in the table above considering the three implemented
machine learning algorithms, the Random Forest algorithm demonstrated the highest
performance, achieving superior accuracy of 1.00, and for precision, recall, and F1-score

results, it was also superior to other algorithms.
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Figure 12 and Figure 13 shows that the accuracy of the three machine learning algorithms,
Logistic Regression, Random Forest, and Support Vector Machine, indicates that each
model has a different level of accuracy in predicting test data, with Random Forest
demonstrating the highest accuracy compared to the other models, araoun 1.0 or 100%,
Includeing that this algorithm Is capable of predecting data more accurately. Meanwhile,

Logistic Regression has the lowest accuracy, In the range or 0.87 or 87%, compared to
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SVM, which has an accuracy of 0.98 or 98%. Therefore, Random Forest remains the most

appropiate and superior algorithm to use.

The analysis reveals that the effectiveness of the three machine learning techniques
varies when assessing childhood stunting. The Random Forest technique emerges as the
most effective overall, with the Support Vector Machine following closely, while the
Logistic Regression approach demonstrates the weakest performance. This reflects the
unique attributes of each algorithm alongside the intricacies of the dataset. The Random
Forest algorithm is particularly effective because it can identify non-linear associations
and multifaceted interactions among different data characteristics. Still, there are hints
of the model being too closely fit to the training data when the training and testing
results are put side by side, specifically within datasets where categories are not equally
represented. In spite of this, the Random Forest algorithm's performance on fresh testing
data holds steady and dependable. The Support Vector Machine, particularly when
employing the RBF kernel, also demonstrates noteworthy effectiveness. The RBF kernel's
strength lies in its ability to accurately represent non-linear connections, making it
capable of handling intricate fluctuations in the data. Due to its linear nature, the Logistic
Regression model displayed the weakest performance. As the dataset contains more
intricate and non-linear trends, the Logistic Regression approach struggles to Fully
understand the interconnections between different Ffeatures. Understanding the
coefficients highlights the significant features, but they are not sufficient to significantly

enhance predictions.

Statistical evaluations further validate that the Random Forest approach provides a
noticeably improved level of accuracy relative to Logistic Regression, nevertheless, the
enhancement is not consistently significant when juxtaposed with the SVM. This suggests
that despite the superiority of the RF model, the SVM is still a competitive alternative.
This research demonstrates that sophisticated models, such as the Random Forest and
SVM, are better suited to handle complex stunting prediction datasets. In contrast,
constraints, such as datasets with disproportionate class representation and the
possibility of overfitting, should be carefully assessed when evaluating and implementing

models.
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5. CONCLUSION

The results of this research used Random Forest algorithm to forecast the nutritional
condition of toddlers determined by anthropometric data, such as age and height, as part
of the intervention efforts aimed at reducing stunting in Indonesia. With an accuracy
score of 100%, the Random Forest algorithm exhibited superior performance compared
to the others in categorizing the nutritional well-being of toddlers, achieving better
performance than Logistic Regression and Support Vector Machines, in classifying the
nutritional status of toddlers. The dataset used came from Kaggle, consisting of 120,998
data points, and underwent preprocessing to ensure data quality, including the removal
of duplicates, handling of missing values, and simplification of nutritional status

categories.

The data analysis showed a strong positive correlation between age and height, reflecting
normal growth in children with good nutrition. The Random Forest algorithm
demonstrated not just a strong degree of correctness, but consistently reliable
Functioning as assessed by cross-validation, achieving 99.74% accuracy. This study
supports the rapid and accurate early detection of stunting, contributing significantly to
government programs aimed at reducing stunting rates. This section provides a brief
conclusion about the research discussed in this article, along with suggestions for Further

development or follow-up research.

This research has several shortcomings that must be taken into account. Due to a notable
disparity in numbers between the underdeveloped and healthy groups in the data
collection, the possibility of skewed predictions remains, particularly for the smaller
group, despite the use of SMOTE. Furthermore, the model's capacity to comprehend the
more intricate reasons of growth retardation is still restricted since it only makes use of
traits like age, gender, and height. The ideal accuracy attained by the Random Forest
model also points to the chance of overfitting, mostly as a result of the comparatively
straightforward data patterns. Since the relationship patterns in the dataset were non-
linear, Logistic Regression performed the worst because linear models struggled to
differentiate between classes. The Fact that the dataset only came from one source

(Kaggle) restricts how well the findings can be applied to Indonesian toddlers in general.
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By incorporating more pertinent characteristics like socioeconomic factors, consumption

habits, sanitation, and the history of maternal and child health, further study may be
conducted to enable the model to account for more all-encompassing aspects. To
improve accuracy in smaller classes, more advanced imbalance management strategies
like SMOTE-Tomek and cost-sensitive learning can be used. To assess the model's stability
and generalizability, model evaluation using external data from various locations is also
required. Furthermore, using more sophisticated models like Gradient Boosting, XGBoost,
or hybrid ensemble models has the potential to boost performance. Future studies may
also incorporate interpretability analysis to clarify the contribution of each trait and
create the best model-based early detection application to help healthcare professionals

in the area.
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