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Abstract 
 

Along with the development of technology, the web has become a very popular platform 
for providing information services and digital content, especially in education sector. The 
popularity of web services such as e-learning is directly proportional to the increasing 
number of users. The increase in the number of users is often a problem because it can 
lead to decreased web performance and potential downtime. To overcome this problem, 
this study proposes Content Delivery Network (CDN) and Varnish Cache as solutions. 
Web performance evaluation was carried out in a campus internal network using Apache 
JMeter with a load of 1,000 users. Based on the evaluation, there was a 175.5% increase in 
throughput, from 51.9 to 142.9 requests per second. In terms of response time, it improved 
by 54.3%, decreasing from 16,476 ms to 7,526 ms. Additionally, latency was reduced by 
82.4%, from 3,555.8 ms to 624.8 ms. The error rate also decreased from 31.4% to 17.2%. 
These results indicate that CDN implementation can effectively improve web server 
performance and provide an optimal user experience, especially under high load conditions. 
 
Keywords: Content Delivery Network, CDN, Varnish Cache, Web Performance, E-
learning 

 
1. INTRODUCTION 
 
The rapid development of information technology has driven increasing demand 
for web-based services, especially in the education sector [1]. The web has now 
become important for providing real-time information and services, especially on 
e-learning platforms, which have an important role in education after the Covid-
19 pandemic era [2]. As the number of users and web content continues to grow, 
the demand for web performance also increases [3]. The inability of a web to meet 
user demands results in a decline in web server performance, negatively impacting 
user experience and overall system effectiveness [4]. 
 
A web server plays a crucial role as the central hub for managing and delivering 
information to users. It is responsible for processing user requests and responding 
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with website content [5]. However, a standalone web server often encounters 
challenges in handling high request loads. A significant surge in users, especially in 
e-learning environments, can overload the server, causing slower access times, 
increased latency, and a heightened risk of downtime [6]. E-learning platforms, 
such as Moodle, often face specific performance bottlenecks due to their high 
number of concurrent users, extensive database queries, and the need to serve large 
multimedia files. Peak usage periods, such as online exams or mass access to course 
materials, can overwhelm the web server, leading to slow response times, increased 
latency, and even service interruptions which can disturb exams of the student. In 
such situations, the inability of the server to optimally handle all requests becomes 
a critical issue that needs to be addressed to ensure reliable and efficient web server 
performance. 
 
Several previous studies have attempted to address this issue by improving web 
performance. Research by Arun [7] focused on enhancing web performance 
through file minification. File minification is the process of removing unnecessary 
elements, such as spaces, comments, and redundant characters from CSS, 
JavaScript, or HTML files, to reduce the overall file size [8]. This reduction helps 
improve the loading speed of a website. While minification can contribute to faster 
load times, its effectiveness diminishes when large files need to be repeatedly 
downloaded by new users or when content is not cached efficiently [9]. In these 
cases, the benefits of minification are limited, as the server still needs to handle the 
heavy load of delivering large files for every request. 
 
Compression techniques have also been explored in previous research. 
Compression, using algorithms such as Gzip or Brotli [10], helps reduce the size 
of data transmitted from the server to the user. This method accelerates data 
transfer by minimizing the amount of data that needs to be sent [11]. However, 
while compression improves transfer speeds, it does not fully resolve the issue 
when the web server must handle a sudden surge in a large volume of requests. In 
these cases, the server may still struggle to efficiently manage the increased load, 
which can affect overall performance and user experience. 
 
Another research by Dalia [12] applied Load Balancing as a solution. Load 
balancing is a technique that distributes network traffic across multiple servers to 
ensure an even workload distribution [13]. This solution is effective in preventing 
overload on a single server, but its success depends on the number of available 
servers [14]. In situations with extremely high loads, this approach requires a larger 
infrastructure investment to maintain optimal performance. 
 
These three techniques can improve website performance, but their limitations 
become more apparent when the number of users accessing the website increases 
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significantly. In such situations, the web server still faces the risk of overload, 
leading to slow access times and potential downtime. 
 
A different solution was explored which implemented a Content Delivery Network 
(CDN) by Gupta and Garg [15]. This research demonstrated that CDN can 
distribute popular content through surrogate servers, significantly reducing the 
load on the web server. Gao and Zhu [16] found that the implementation of CDN 
accelerates access times and improves website scalability, especially when handling 
a surge in user traffic. Additionally, Yang [1] discover a significant increase in 
website access speed after the CDN implementation. Study by [17] also revealed 
that CDN can reduce latency by efficiently caching content, ultimately enhancing 
the user experience and minimizing the risk of downtime. 
 
Recent studies have shown that CDN can effectively address performance issues 
on websites with large numbers of users and content. CDN presents a more 
holistic approach by distributing website content through a network of 
geographically dispersed servers, meaning that user requests do not always have to 
be served by the web server [18]. CDN servers act as intermediaries between the 
web server [19] and users by storing copies of content from the web server [20]. 
With this approach, CDN not only reduces the load on the web server but also 
accelerates access times by bringing content closer to the user's location [21]. 
However, the implementation of CDN in e-learning platforms requires further 
research to optimize configurations and assess its impact on the overall system 
performance (throughput, response time, latency, and error rate) which this 
research aims to address. 
 
Based on this background, this research proposes a novel approach that combines 
Content Delivery Network (CDN) with Varnish Cache as an HTTP accelerator, 
specifically tailored for Moodle-based e-learning platforms, an area that has not 
been extensively explored in existing literature. The performance of the web 
platform will be evaluated before and after the implementation of the CDN, using 
Apache JMeter to measure key metrics such as throughput, response time, latency, 
and error rate. By integrating CDN with Varnish Cache, this research aims to 
provide a practical solution for optimizing web performance on e-learning 
platforms, contributing to more reliable and efficient service during high-traffic 
periods. 
 
This research is structured as follows: Section 2 shows the research method. 
Section 3 describes the results and analysis. Section 4 concludes this research and 
the possibilities for further research. 
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2. METHODS 
 
There are three main stages carried out in this research namely system design, 
design implementation, and testing. Each stage can be explained as follows. 
 
2.1. System Design 

 
The system design stage is carried out to plan the infrastructure and flow of the 
CDN system: 
 
2.1.1. Infrastructure 
 
In this stage, the infrastructure design is carried out to ensure that the Content 
Delivery Network (CDN) system can function optimally in supporting the 
management and distribution of web content. The designed infrastructure includes 
key elements such as clients, DNS servers, CDN servers, and web servers. 
 

 
Figure 1. CDN Infrastructure Design 

 
Figure 1 illustrates the data flow from the client request to the response provided 
by the web server, highlighting the crucial role of the CDN in caching frequently 
accessed content. The CDN functions as an intermediary that reduces the 
workload of the web server by distributing copies of content to servers located in 
various geographic locations. By using this approach, the CDN ensures that clients 
can access content with lower latency, faster response times, and higher stability, 
particularly for web serving users on a large scale. 
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2.1.2. CDN Flow 
 
The CDN system flow is designed to ensure efficient content distribution and 
reduce the workload on the web server. The CDN flow is shown in Figure 2. 
 

 
Figure 2. CDN Flow Design 

 
Figure 2 illustrates the CDN process, which begins when the client sends a request 
to the DNS server. After the DNS server processes and forwards the request to 
the CDN server, the CDN will check the availability of the requested content in 
its cache. If the content is available (cache hit), the response is directly provided to 
the client without forwarding the request to the web server. 
 
Conversely, if the content is not available in the cache (cache miss), the CDN 
server will forward the request to the web server to retrieve the requested content. 
Once the content is successfully obtained from the web server, the CDN will store 
it in the cache for faster response to similar future requests. This flow helps 
improve content distribution efficiency, accelerate user access times, and optimize 
the overall system performance. 
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2.2. Implementation 
 
The system creation is carried out in Politeknik Negeri Ujung Pandang that uses 
Proxmox as the virtualization platform. The server is equipped with a 4-core CPU 
and 8GB RAM, as this specification aligns with the e-learning server infrastructure 
used in the campus internal network to support large number of concurrent users 
efficiently. The detail specifications of the Virtual Machine (VM) used are shown 
in Table 1. 

Table 1. Server Specification 
Platform Server Specification 

Proxmox 

Web Server (E-
learning) 

OS: Ubuntu Server 22.04 
CPU: 4 Core  
RAM: 8 GB  
Disk: 25 GB 

CDN 

OS: Ubuntu Server 22.04 
CPU: 4 Core  
RAM: 8 GB  
Disk: 25 GB 

 
The web server in this case is filled with the Moodle Learning Management System 
(LMS). Moodle was chosen as the LMS for this research because it is the official 
platform used by Politeknik Negeri Ujung Pandang. Moreover, Moodle is an open-
source LMS which is widely used due to its flexibility and extensive customization 
options. Additionally, Moodle's modular architecture supports integrations with 
third-party tools and plugins, which allow it to accommodate various educational 
needs. 
 
The other server is filled with CDN and Varnish Cache. The server configuration 
involves several key steps that are carried out sequentially to ensure the system 
operates according to the needs of the research. These steps include server 
configuration and CDN configuration: 
 
2.2.1. Server Configuration 
 
Server configuration includes: 

1) Installation of Ubuntu Server 22.04: Ubuntu is installed on the prepared 
server due to its stability and compatibility with Varnish and Apache Web 
Server. 

2) Installation of Apache Web Server: Apache is installed on the main server 
(VM Web Server), which will act as the Origin Server. Apache will handle 
HTTP requests that are not cached by the CDN. 

3) Installation of Learning Management System Moodle: Moodle is installed 
as one of the web applications on the Apache server [22], [23]. 
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4) Installation of Database Server: MySQL is used to store the database for 
Moodle. 

 
2.2.2. CDN Configuration 
 
CDN configuration includes: 

1) Varnish Cache Installation: Varnish is installed on the VM CDN Server 
and configured to cache content from the main web server. 

2) Backend Configuration: Varnish is configured to set the Apache web 
server as the backend server. This backend is the source of content that 
will be cached by Varnish [24]. 

3) DNS Server: DNS redirection is set up to ensure that all user requests are 
first directed to the CDN server (Varnish). This configuration is done on 
the DNS server, which maps the domain to the IP address of the CDN 
server. If the CDN does not have the requested content in cache, the 
request will be forwarded to Apache (origin server). 
 

2.3. Evaluation 
 
After the CDN system is set up, testing is carried out to evaluate the web 
performance. The tests compare the performance of the web without CDN and 
with CDN. These tests are conducted with scenarios involving 10, 50, 100, 200, 
300, 500, and 1000 concurrent users. The measurement tool used in this research 
is Apache JMeter. The parameters measured include: 
 

1) Throughput: The number of requests processed per second [25]. 
2) Response Time: The time taken by the server to respond to a request [26], 

[27]. 
3) Latency: Measuring the delay that occurs in data transmission [28]. 
4) Error Rate: The percentage of requests that failed [29], [30]. 

 
After the testing is conducted, the CDN implementation is expected to improve 
throughput, reduce response time, decrease latency, and lower the error rate, 
especially under high load conditions. 

 
3. RESULTS AND DISCUSSION 
 
3.1. Evaluation of Throughput 
 
The CDN was evaluated in terms of Throughput to see how many requests the 
web can handle in a second. The results of the evaluation are shown in Table 2. 
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Table 2. Evaluation of Throughput 

Users 
Throughput (req/sec) 

Without CDN With CDN 
10 10.7 47.3 
50 38.1 57.6 
100 52.6 83.5 
200 45.2 87.6 
300 34.8 110.5 
500 26.3 121.1 
700 34.6 123.3 
1000 51.9 142.9 

 
The throughput analysis shows a significant improvement when using a CDN 
compared to operating without one. At low user loads (10-50 users), throughput 
increases by up to 400% with the CDN, demonstrating its effectiveness in reducing 
latency and improving system efficiency. As user loads increase to 100-300 users, 
the CDN continues to provide consistent performance, improving throughput by 
up to 217%, while the non-CDN setup experiences noticeable performance 
degradation as show in Figure 3. 
 

 
Figure 3. Throughput Comparison Chart 

 
For high user loads (500-1000 users), the CDN demonstrates its scalability by 
maintaining throughput up to 142.9 req/sec, compared to a maximum of 51.9 
req/sec without the CDN. This highlights the CDN's ability to handle traffic 
spikes by offloading requests to distributed cache servers, preventing bottlenecks 
at the origin web server. 
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3.2. Evaluation of Response Time 
 
The CDN was evaluated in terms of Response Time to see how fast the web can 
response. The results of the evaluation are shown in Table 3. 
 

Table 3. Evaluation of Response Time 

Users 
Response Time (ms) 

Without CDN With CDN 
10 1173 132 
50 2082 706 
100 2899 985 
200 6140 2072 
300 8154 3842 
500 11881 4884 
700 14839 5830 
1000 16476 7526 

 
The response time result shows a clear performance improvement when using a 
CDN compared to operating without one. At low user loads (10-50 users), 
response times are reduced by up to 90% with the CDN, highlighting its ability to 
significantly lower latency and improve user experience. As the user load increases 
to 100-300 users, the CDN continues to provide noticeable improvements, 
reducing response times by up to 66%, while the non-CDN setup sees a sharp rise 
in latency, indicating strain on the server as shown in Figure 4. 
 

 
Figure 4. Response Time Comparison Chart 
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For higher user loads (500-1000 users), the CDN remains effective, maintaining 
lower response times even as the load increases. The response time with the CDN 
only rises moderately, from 4884 ms at 500 users to 7526 ms at 1000 users.  In 
contrast, response times increased drastically without a CDN, reaching 16476 ms 
at 1000 users. This demonstrates the CDN’s ability to scale efficiently and mitigate 
the impact of high traffic, reducing the risk of server overload and latency spikes. 
 
3.3. Evaluation of Latency 
 
The CDN was evaluated in terms of Latency to see the delay between a user's 
request and the server's response. The results of the evaluation are shown in Table 
4. The latency result demonstrates a clear advantage in using a CDN compared to 
operating without one, particularly as the number of users increases. 
 

Table 4. Evaluation of Latency 

Users 
Latency (ms) 

Without CDN With CDN 
10 202.8 40.7 
50 527.0 263.6 
100 958.8 170.7 
200 1139.8 462.2 
300 1575.3 797.9 
500 2253.4 1199.4 
700 3543.5 1652.9 
1000 3555.8 624.8 

 
At low user loads (10 users), the latency drops from 202.8 ms without the CDN to 
40.7 ms with the CDN, a significant improvement of about 80%. This highlights 
the CDN's effectiveness in reducing the time it takes for the web to respond, 
providing much faster experience for users.  
 
As the user load increases to 50-100 users, the CDN continues to deliver lower 
latency, reducing response times by up to 82%. For instance, at 100 users, the 
latency drops from 958.8 ms without the CDN to just 170.7 ms with the CDN. 
However, as traffic increases to 200-300 users, the performance improvement, 
though still significant, becomes less dramatic. At 300 users, the latency is 797.9 
ms with the CDN compared to 1575.3 ms without the CDN, a reduction of about 
50% as shown in Figure 5. 
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Figure 5. Latency Comparison Chart 

 
For very high user loads (500-1000 users), the CDN continues to provide a notable 
reduction in latency, but the performance gap begins to shrink. At 1000 users, the 
latency is reduced from 3555.8 MS without the CDN to 624.8 MS with the CDN, 
which is still a 82.4% improvement. This data shows that the CDN maintains its 
effectiveness in reducing latency even under heavy traffic. 
 
3.4. Evaluation of Error Rate 
 
The CDN was evaluated in terms of Error Rate to assess its impact on the 
reliability and stability of the web service. Error rate refers to the proportion of 
requests that result in errors, such as 404 (Not Found) or 500 (Internal Server 
Error), which can significantly affect user experience and website performance. A 
lower error rate indicates better system stability, while a higher error rate suggests 
potential issues in handling user requests. The results of this evaluation are shown 
in Table 5. 

Table 5. Evaluation of Error Rate 

Users 
Error Rate (%) 

Without CDN With CDN 
10 6.7 0.0 
50 4.7 0.7 
100 13.3 1.3 
200 11.4 1.5 
300 10.3 1.6 
500 18.5 1.3 
700 23.4 4.7 
1000 31.4 17.2 
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The error rate result reveals a significant improvement in reliability when using a 
CDN compared to operating without one. At low user loads (10 users), the error 
rate drops from 6.7% without the CDN to 0.0% with the CDN, indicating that the 
CDN helps eliminate errors and ensures a more stable experience for users. This 
trend continues as the user load increases, with the error rate staying considerably 
lower with the CDN across all user loads as shown in Figure 6. 
 

 
Figure 6. Error Rate Comparison Chart 

 
As the user count increases to 50-100 users, the error rate remains substantially 
lower with the CDN. For example, at 100 users, the error rate without the CDN 
is 13.3%, whereas with the CDN, it reduces to just 1.3%. This suggests that the 
CDN effectively mitigates errors, even under moderate traffic levels. However, as 
the user load continues to rise to 200-500 users, the difference in error rates 
between the two setups starts to decrease slightly, although the CDN still performs 
better. At 500 users, the error rate without the CDN reaches 18.5%, while the 
CDN maintains a much lower rate of 1.3%. 
 
For very high user loads (700-1000 users), while the CDN still performs better, the 
error rate increases noticeably, with a peak of 17.2% at 1000 users. Without the 
CDN, the error rate reaches 31.4% at the same user count. This shows that while 
CDN can greatly reduce errors, its ability to handle very high traffic is not limitless, 
and there may be some increase in error rates under extreme loads. Nevertheless, 
the CDN significantly improves system stability and error handling, especially 
when compared to a non-CDN setup. 
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3.5. Discussion 
 
The significant enhancements in web performance achieved through the 
implementation of CDN and Varnish Cache have critical implications for student 
learning outcomes and engagement within digital learning environments. One of 
the key factors determining the success of e-learning platforms is their ability to 
deliver a smooth and responsive user experience. The recorded improvements 
including a 175.3% increase in throughput, a 54.3% reduction in response time, 
and an 82.4% decrease in latency signal a more robust, scalable infrastructure that 
can reliably support high user volumes without service degradation. This is 
particularly crucial during peak usage periods when learning activities, live sessions, 
and assessments occur concurrently. 
 
Throughput analysis reveals dramatic improvements in request handling 
capabilities. Without a CDN, the system struggled to maintain consistent 
performance beyond 100 users, while the CDN-enhanced setup scaled effectively, 
reaching up to 142.9 requests per second at 1000 users. This scalability ensures that 
e-learning platforms can accommodate sudden traffic surges, preventing 
bottlenecks at the origin server and maintaining uninterrupted access for all users 
[31]. 
 
Response time data further demonstrates the CDN's impact. At low user loads 
(10–50 users), response times decreased by up to 90%, and even under heavier 
loads (500–1000 users), performance remained stable, with the CDN consistently 
reducing wait times by over 50%. For students, faster response times translate into 
smoother navigation, instant page loading, and more reliable access to multimedia 
content. These factors are vital in sustaining learner motivation, reducing 
frustration, and enhancing retention rates [32]. 
 
Latency evaluations underscore the CDN's ability to minimize communication 
delays. With reductions reaching 82.4% at peak loads, students benefit from real-
time responsiveness, which is especially advantageous during live lectures, 
interactive discussions, or assessments requiring immediate feedback. By ensuring 
low latency, the CDN fosters an environment that supports seamless interaction, 
promoting active engagement and knowledge retention [31]. 
 
In terms of system stability, the drop-in error rates from 31.4% to 17.2% at 1000 
users is significant. The CDN effectively mitigates errors caused by traffic 
overloads, keeping the platform operational even under extreme load conditions. 
This stability is essential for maintaining learner trust and ensuring that critical 
learning tasks like accessing resources or submitting assignments—are completed 
without disruption. Error-free operations are closely tied to student satisfaction 
and academic performance [33]. 
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Altogether, these performance improvements directly support digital learning 
success. By minimizing delays, reducing errors, and ensuring responsive service 
delivery, CDN and Varnish Cache technologies enhance the accessibility, 
reliability, and usability of e-learning platforms. This optimization plays a direct 
role in reducing dropout rates, increasing course completion, and promoting 
learner persistence. Moreover, institutions deploying these technologies 
demonstrate a commitment to high-quality digital education, ensuring that 
technical limitations do not impede student success. 
 
In summary, the CDN’s contribution to throughput, response time, latency, and 
error reduction highlights its central role in building a responsive and reliable e-
learning infrastructure. These improvements not only align with technical 
performance metrics but also significantly influence educational engagement and 
learning outcomes, making CDN integration an essential strategy in modern digital 
learning ecosystems [31], [32], [33]. 
 
4. CONCLUSION 
 
The analysis of the CDN and Varnish Cache's impact on web performance 
demonstrates significant benefits in terms of throughput, reducing response times, 
latency, and error rates, particularly under varying user loads. For low to moderate 
traffic, the CDN and Varnish Cache consistently provide substantial performance 
improvements, with a throughput increase of 175.5%, response times decreasing 
by 54.3%, latency reduced by 82.4%, and error rates dropping from 31.4% to 
17.2%. Even under high traffic conditions, the CDN and Varnish Cache maintain 
scalability and reliability, ensuring improved performance compared to a non-
CDN setup. However, at extreme user loads, the performance benefits begin to 
taper, with increasing latency and error rates, highlighting areas where the 
efficiency of this combination may be further optimized. Future research could 
explore a more comprehensive comparison between CDN and Varnish Cache with 
alternative optimization techniques, such as edge computing or AI-driven adaptive 
caching mechanisms. Additionally, further investigation into the impact of these 
technologies on server costs and environmental sustainability due to reduced 
server load would provide valuable insights. Another potential research direction 
is the inclusion of CPU and RAM usage during testing to better understand the 
resource efficiency of CDN implementations under different traffic conditions. 
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